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On behalf of the Asia Internet Coalition (AIC) and its members, I welcome the opportunity to 

submit comments on the Safer Online Services and Media Platforms Review “Discussion 

Document” to the New Zealand Department of Internal Affairs (DIA). AIC is an industry 

association of leading internet and technology companies in the Asia Pacific region with a 

mission to promote the understanding and resolution of Internet and ICT policy issues in the 

Asia region. Our members include Apple, Amazon, Booking.com, Expedia Group, Google, 

GoTo, Grab, LINE, LinkedIn, Meta, Rakuten, Snap, Shopify, Spotify, Twitter, and Yahoo Inc. 

 

We commend the Government of New Zealand for prioritising reform and modernistion in this 

sector. It is encouraging to see emphasis on a whole-of -society approach that includes 

“education and awareness initiatives to promote safer media and online content experiences”, 

as well as support for content creators and civil society to contribute to the development of 

such initiatives.  

 

We understand that the proposed reforms’ main focus on the riskiest material such as material 

that poses harm to children, and promotion of terrorism and violent extremism, while protecting 

freedom of expression. Please find below detailed comments and recommendations for 

consideration. 

 

1. Service types and scope  

 

It is important to clearly define what is meant by a ‘social media platform’ to ensure a range 

of other service types, particularly those used for a narrow purpose or context, are not 

overburdened by new obligations. There is currently a lack of clarity around which other 

platform types would also be subject to regulation, as only social media and gaming are 

explicitly listed as examples. Regulations covering the full tech stack must be proportionate 

and only create reasonable obligations.  

 

2. Regulated platform definitions  

 

● The consultation paper outlines that services meeting the definition of “Regulated 

Platforms” would need to implement approved codes of practice that include 

https://aicasia.org/
https://www.dia.govt.nz/safer-online-services-media-platforms-consultation
https://www.dia.govt.nz/safer-online-services-media-platforms-consultation
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safeguards to deter upload and creation of risky content, age-verification/parental 

controls, methods to proactively identify harmful content. These measures outlined 

appear to be comprehensive and prescriptive.  

 

● Currently, the definition of a regulated platform has a very low threshold - 25K = 0.5% 

of NZ population account holders annually. This would create large compliance 

burdens for all types of platforms, even those with lower risk of harm. It’s also not 

clear what types of services could meet the threshold of Regulated Platform – would 

it be only social media platforms and gaming services or could this apply across a 

range of service types and within the tech stack? If broader application, then thought 

should be given to the risk profile. To prevent unreasonable obligations for small 

and/or low risk platforms, this number should be adjusted to annual active users = 

10% of population, in line with EU DSA and other emerging regulations that have 

greater measures for more dominant platforms and include a risk matrix analysis. A 

combination of these two factors can potentially be used to identify “regulated 

platforms”.  

 

- In addition to the point above, implementing onerous requirements for smaller 

companies without considering the impact, burden, and cost of doing 

business in New Zealand can have detrimental effects. While it is important to 

regulate and ensure compliance, imposing excessive requirements without 

considering the unique challenges faced by smaller companies can hinder 

their growth and competitiveness. Small businesses often operate with limited 

resources, including financial capabilities and manpower. Imposing stringent 

regulations without taking into account their size and capacity can place them 

at a significant disadvantage, stifling innovation and hindering their ability to 

compete in the market.  

 

Moreover, the additional burden of compliance can place a significant strain 

on their limited resources, diverting their focus and investment away from 

business development and growth. This can create an environment where 

smaller companies struggle to survive, hindering job creation and economic 

growth.  

 

It is crucial that regulators strike a balance between safeguarding public 

interests and ensuring that the requirements imposed on smaller companies 

are reasonable, proportional, and considerate of the unique challenges they 

face in the New Zealand business landscape. 

 

● Without taking into account the size and resources of smaller companies, there are 
unintended consequences. Stricter regulations may impose disproportionate burdens 
on smaller platforms that lack the financial capabilities and infrastructure of larger 
corporations. Regulations and rules are sometimes designed in a way that 
inadvertently places a heavier burden on smaller companies and services. As we have 
seen onerous obligations on smaller companies from Online Safety Act in Australia, 
Telecommunications Business Act in South Korea and Digital Services Act in 
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European Union. It is important to strike a balance between regulatory objectives and 
the potential impact to ensure a fair and inclusive business environment and to match 
the size, burden, cost of doing business and regulatory impacts on the businesses in 
New Zealand.  
 
 

3. Codes of practice  

 

● We support the proposal of industry-led regulation in the form of codes of practice, 

and building on existing initiatives like the Aotearoa New Zealand Code of Practice 

for Online Safety and Harms, which was recently recognized as a best practice self-

regulatory framework in a study by the World Economic Forum. It is important 

industry representatives and the companies themselves are involved in the 

development of these codes of practice as it ensures technical requirements and 

obligations are appropriate, feasible/operable and suitable for the platform risks in 

the market. 

 

● It is worth noting that many of the elements outlined in the proposals already exist in 

the industry code mentioned above. Although in its infancy, that code framework also 

includes flexibility as to incorporation of new products and services, without the need 

for a new code based on sector, to be created. In addition, reporting requirements, 

further localisation, research and community engagement are also required. Given 

this, and the fact that a number of significant tech platforms are already signatories to 

that Code, we suggest the Government consider a co-regulatory model that seeks to 

suggest targeted enhancements to that Code rather than directing industry to create 

a new model. In addition, a co-regulatory model would enable government to act as a 

guarantor / overseeing of the Code by issuing statements on compliance reports and 

acting as a ‘regulator of last resort’ in the case of systemic issues that have not been 

addressed through terms and conditions and self-regulation.  

 

● In the interests of continued freedom of expression, which should guide all content 

regulation, we suggest that New Zealand’s somewhat leading framework of 

‘government-backed, NGO-led’ approached be maintained and enhanced. In this 

sense, targeted enhancement to the Harmful Digital Communications Act and the 

role of the named agency (presently an NGO -  ‘NetSafe’) should be strengthened. 

This means that government would have some oversight as the system, yet be 

meaningfully removed from the funding and content level decisions of platforms.  

 

● It is positive to see that the regulator's monitoring would be “outcomes-focused – it 

would not examine the precise design of the processes implemented”. However, in 

establishing the regulator these principles and governance should be clearly defined. 

We recommend any primary legislation is not prescriptive in expectations for codes- 

should only include objectives and outcomes. The consultation paper discusses 

quarterly transparency reporting, audits, random compliance checks, for example 

and we’d certainly not want to see any of this included in primary legislation to pre-

empt the code design and appropriate level of community consultation. Any 

https://thecode.org.nz/about-the-code/
https://thecode.org.nz/about-the-code/
https://www.weforum.org/reports/digital-safety-risk-assessment-in-action-a-framework-and-bank-of-case-studies
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transparency reporting requirement should be annual or longer, in line with 

international regulations and existing reporting cycles for many companies, including 

under regimes in New Zealand’s own legislation (information disclosure regimes, for 

example). 

 

● Instead of rigid, prescriptive and static rules, guidelines, policies, and transparency 
metrics should be flexible and able to adjust to the ever-evolving nature of social media 
platforms. This approach ensures that regulations remain effective in addressing 
societal concerns while accommodating the dynamics of the digital landscape. Social 
media companies should continue to both evolve and enforce their own policies to 
maintain a safe and responsible online environment. Companies should be able to 
evolve and adjust their own terms of service and rules, including implementing 
transparency metrics, to ensure accountability and make them readily available to their 
users. 

 

 

4. Compliance and enforcement  

 

Proposed powers of the regulator to enforce compliance through directing remedial 

action, issuing formal warnings, seeking civil penalties for non-compliance and requiring 

rapid takedown of illegal material seem sensible. However, given the volume of platforms 

that would be captured by current definition of regulated platform – this could become a 

significant burden for the new regulator. We recommend that careful thought is given to 

the design of the new regulator, ensuring they have adequate capacity, as well as 

thinking about how the regime is focused on systems and processes rather than 

penalising responses to individual pieces of content.  

 

Should you have any questions or need clarification on any of the recommendations, please 

do not hesitate to contact me directly at Secretariat@aicasia.org or +65 8739 1490. Thank 

you for your time and consideration. Importantly, we would also be happy to offer our inputs 

and insights on industry best practices directly through meetings and discussions to help 

shape the dialogue for an effective online safety framework in New Zealand. 

 
  
Sincerely, 
 
Jeff Paine 
 

 
 
Managing Director 
Asia Internet Coalition (AIC) 
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